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ABSTRACT: Infrared spectroscopy is playing an important
role in the elucidation of amyloid fiber formation, but the
coupling models that link spectra to structure are not well
tested for parallel β-sheets. Using a synthetic macrocycle that
enforces a two stranded parallel β-sheet conformation, we
measured the lifetimes and frequency for six combinations of
doubly 13C18O labeled amide I modes using 2D IR
spectroscopy. The average vibrational lifetime of the isotope
labeled residues was 550 fs. The frequencies of the labels
ranged from 1585 to 1595 cm−1, with the largest frequency shift occurring for in-register amino acids. The 2D IR spectra of the
coupled isotope labels were calculated from molecular dynamics simulations of a series of macrocycle structures generated from
replica exchange dynamics to fully sample the conformational distribution. The models used to simulate the spectra include
through-space coupling, through-bond coupling, and local frequency shifts caused by environment electrostatics and hydrogen
bonding. The calculated spectra predict the line widths and frequencies nearly quantitatively. Historically, the characteristic
features of β-sheet infrared spectra have been attributed to through-space couplings such as transition dipole coupling. We find
that frequency shifts of the local carbonyl groups due to nearest neighbor couplings and environmental factors are more
important, while the through-space couplings dictate the spectral intensities. As a result, the characteristic absorption spectra
empirically used for decades to assign parallel β-sheet secondary structure arises because of a redistribution of oscillator strength,
but the through-space couplings do not themselves dramatically alter the frequency distribution of eigenstates much more than
already exists in random coil structures. Moreover, solvent exposed residues have amide I bands with >20 cm−1 line width.
Narrower line widths indicate that the amide I backbone is solvent protected inside the macrocycle. This work provides
calculated and experimentally verified couplings for parallel β-sheets that can be used in structure-based models to simulate and
interpret the infrared spectra of β-sheet containing proteins and protein assemblies, such as amyloid fibers.

■ INTRODUCTION

Vibrational spectroscopy is one of the most commonly used
techniques for assessing the secondary structure content of
proteins.1 It is often the first tool that a researcher uses to assess
structure in membrane bound proteins and to monitor
dynamics in protein folding, to name only two applications.
More than 50 years ago it was recognized that the relationship
between protein secondary structure and the observed amide I
absorption band is caused by vibrational coupling between the
amide groups of the protein backbone.2,3 That realization
enabled researchers to begin modeling the infrared spectra of
proteins using a local mode or excitonic-type Hamiltonian in
which only the amide I vibrational modes need to be
considered.4,5 Excitonic models have become a key tool in
the interpretation of the infrared spectra of proteins, because
they enable a very straightforward and intuitive structure−
spectra relationship in contrast to the vibrational modes of

most other molecules, and even the other protein amide modes
for which few simple models currently exist.6−9

In the past few years, improvements to the methods for
calculating the parameters of these excitonic Hamiltonians is
enabling a transition from semiquantitative to quantitative
simulations of protein amide I spectra. The two primary
ingredients for exciton Hamiltonians are the frequencies for
each of the individual amide groups and the coupling between
pairs. Amide I frequencies are now being calculated from mixed
quantum/classical theories using parameters developed from ab
initio or empirical fitting parameters.9−15 These methods not
only account for hydrogen bonding, but also frequency shifts
caused by microsolvation, local dielectric effects, and the
dependence of the vibrational mode itself on the dihedral
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angles. Ab initio, transition charge, and transition dipole density
calculations are some ways of obtaining the cou-
plings.5,13,14,16−22 With an exciton Hamiltonian in place,
mixed quantum/classical line shape theory is used to simulate
the infrared spectra.15,23,24 The result is an infrared spectrum
that includes the molecular structure, its surrounding environ-
ment, and the structural dynamics of both. Thus, with a
quantitative theory in hand, structural and dynamical
information can be interpreted from infrared spectroscopy
and 2D IR spectroscopy in particular.
While exciton models are improving and simulations of

proteins are abundant in the literature, the accuracy with which
infrared spectra can be calculated is not fully tested. Pieces of
the modeling have been developed quite accurately. For
example, the frequency shifts caused by electrostatics and
hydrogen bonding of the environment have been developed
using empirical fits to model system.15,25 The frequency shift
caused by couplings and dihedral angles is less well tested. Part
of the problem is of an experimental nature. The infrared
spectra of proteins and even small peptides are too congested
to resolve individual amide I absorption bands. As a result,
when a simulation does not match an experiment, it is difficult
to ascertain which part of the exciton model failed. One way to

relieve congestion is through the use of isotope labeling.
13C18O-labeling of backbone carbonyl groups enables individual
or subsets of amide I modes to be spectroscopically resolved
and vibrationally decoupled from the unlabeled residues.26−29

As a result, one can measure the frequencies of individual
residues or pairs of amide I modes. These measurements
provide the fundamental quantities necessary to test and
calibrate well-defined elements in the excitonic Hamiltonian.
It is especially important to benchmark the accuracy for

common secondary structures and in typical environments.
Using various combinations of isotope labeling and either 1D
or 2D IR spectroscopy, the fundamental coupling constants and
environmental frequency shifts for many of the most common
protein secondary structures have been determined in a variety
of environments. Soluble helices have been isotopically labeled
at single, double and quadruple positions to probe the most
important coupling constants in an α-helix.27,30,31 Isotope
labeling has been used to study the coupling in 3−10 helices.32

Frequency shifts associated with environments have been
characterized in soluble and membrane bound α-helices,
including surface bound monomers and α-helical bundles
with and without water pores.33−37 Many of the coupling
constants for β-turns and antiparallel β-sheets have been

Figure 1. Structure of the macrocyclic peptide with numbering scheme for isotope labeled pairs (A). 2D IR data for the unlabeled macrocycle (B)
and for the doubly labeled macrocycle (C−H).
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measured with isotope labeling and 2D IR spectroscopy.38−40

As a result of these experiments, there is reasonable certainty in
the accuracy to which α-helices, turns and antiparallel β-sheets
are modeled. Thus, for these secondary structures and
environments, there exist benchmark calculations and experi-
ments that quantify the accuracy of the structure/spectra
relationship.
Bench-marking parallel β-sheets has proven to be more

difficult than for any other common secondary structure,
because small peptides do not readily adopt parallel β-sheet
structure.41,42 Among proteins, parallel β-sheets are less
common than antiparallel β-sheets. Parallel β-sheets often
occur in large proteins’ repetitive structural motifs such as β-
solenoids, leucine rich repeats, and TIM barrels; this secondary
structure is often found in amyloid aggregates as well.43−45

Parallel strands can occur in mixed parallel/antiparallel β-
sheets, with the strand orientations enforced by the overall
protein fold.46 None of these natural systems are amenable to
the systematic studies required for establishing the IR
signatures we seek. Proteins that are large enough to form
parallel β-sheets are necessarily difficult to label isotopically at
specific sites. In aggregates, such as amyloid fibers, one cannot
fully control the arrangement of isotope labels, as would be
necessary to probe all key coupling constants. As a result of
these technical problems, the coupling constants of parallel β-
sheet are probably the least well characterized of all the
common secondary structure elements, even as attention to
parallel β-sheet is growing with the rising interest in protein
aggregation diseases and biocompatible peptide gels.47,48

Current coupling models have not been fully tested, but they
are nevertheless used in numerous experimental and theoretical
analyses of β−sheet proteins and amyloids.49

In this paper, we focus on experimentally testing theoretical
models for the coupling between variously juxtaposed residue
pairs within parallel β-sheets, and environmental effects on this
coupling. To overcome the problems associated with natural
parallel β-sheets, we utilize the synthetic peptide macrocycle
shown in Figure 1A. This molecule contains two strand-
forming segments, each comprising eight L-α-amino acid
residues, that are linked at their N-termini by a glycyl-succinyl
unit and at their C-termini by D-prolyl-1,2-diamino-1,1-
dimethylethyl unit.42 These terminal linkers promote parallel
β-sheet interactions between the strand segments.50 We label
pairs of residues isotopically in order to sample interactions
between these residues that we believe are the most important
matrix elements in the exciton Hamiltonian. The insights
gained from these simulations and experiments provide new
insight into the interpretation of the infrared spectra of parallel
β-sheets within proteins, and our results should inform the
design of isotope labeling strategies for testing structural
models, such as for amyloid structures.

■ MATERIALS AND METHODS
Peptide Synthesis and Isotope Labeling. 1-13C amino acids

(99% 13C, Cambridge Isotope) were isotope labeled by acid catalyzed
18O exchange with 18O water (95% 18O, Isotec) under a stream of
Argon gas as previously described.29 Isotope labeling efficiency was
84−94% as assessed by LCMS-ESI. Macrocyclic peptides were
synthesized using standard microwave assisted Fmoc-based solid
phase peptide synthesis techniques with side chain attachment to the
resin to facilitate backbone cyclization as previously described.51 More
details, including purification, characterization, and NOE NMR
measurements, are provided in the Supporting Information. The
dihedral angles in the strand region and the distance between α-

carbons of opposite strands fall within the bounds of natural parallel β-
sheets. To prepare the samples for 2D IR experiments, residual TFA
from HPLC purification was removed and the peptide simultaneously
deuterated by performing three additions of ∼1 mL of 0.1 DCl in
D2O/mg of peptide with subsequent lyophilization. The peptides were
then dissolved in deuterated phosphate buffer (pH 3.8) at about 10
mM concentration.

Spectroscopic Methods. The 2D IR setup used was previously
described.29 In brief, 800 nm, 60 fs pulses were generated by a
Ti:Sapphire laser, which were converted to six micrometer light by
difference frequency mixing optical parametric amplifier. The mid-IR
light was split such that a third of this light was sent through a Ge-
AOM to shape the pulse envelope to a double pump pulse. The pump
was overlapped spatially and temporally with the remaining mid-IR
light (probe) on the sample to generate rephasing and nonrephasing
signal heterodyned with the probe beam. The signal and probe were
dispersed in the monochromator and detected on one-row array of 64
HCT elements. The pump pulse pair was incrementally varied from 0
to 2544 fs in 24 fs steps at the rate of the laser shots (1000 Hz).
Lifetime measurements were performed by scanning a translational
stage along the pump path.

Molecular Dynamics (MD) Simulations. The initial structure of
cyclic peptide was generated according to NMR data. The
GROMOS96 53a6 force field52−54 was used to model the peptide,
and the SPC model55 was used for water molecules. Parameters for the
C-terminal and N-terminal linker were assigned according to the atom
types in the force field. The lysine side chains were protonated to give
a net charge of +4 for the peptide. Chloride ions were added to
neutralize the overall system charge. The system was solvated with
7713 water molecules. All bonds were constrained using the linear
constraint solver method.56 The system was simulated in the NPT
ensemble at 298 K and 1 bar using the Nose-Hoover thermostat57,58

and the Parinello-Rahman barostat,59 respectively. Long-range electro-
static interactions were treated with a particle-mesh Ewald sum.60

Equilibrium MD simulations were performed with an integration time
step of 2 fs for 100 ns using the GROMACS molecular simulation
package.61−63

To ensure sufficient sampling of peptide conformations, we
performed replica exchange MD (REMD).64−66 Forty-two replicas
were set up at temperatures chosen from 298 to 380 K following the
procedure of Rathore et al.67 Exchanges between neighboring replicas
were attempted every 2 ps. A 100 ns simulation was performed for
each replica, resulting in a total simulation time of 4.2 μs.

Lineshape and Coupling Calculations. The 13C18O isotope
labels lower the amide I frequency so that the two labeled residues are
spectrally isolated from all the other amide modes. Accordingly, they
are modeled theoretically as isolated chromophores. For each pair, the
amide I Hamiltonian is a 2 × 2 matrix, whose diagonal elements are
the local frequencies of the two chromophores and the off-diagonal
element is the coupling between them. The local frequencies were
calculated using a backbone frequency map,15 corrected by the
nearest-neighbor frequency shift.11 The 13C18O isotope shift was
taken into account by shifting the local frequencies by −66 cm−1,
which is concluded from considerations discussed below. Isotopic
labeling does not affect the dihedral maps. Couplings between adjacent
carbonyls were treated using a nearest-neighbor coupling map.11

Couplings between all other carbonyls groups were calculated. From
the Hamiltonian, 2DIR absorptive spectra of the zzzz polarization were
calculated,12,68 using T1 = 600 and 300 fs for the lifetimes of υ = 1 and
υ = 2, respectively, which matches experimental conditions. The
polarization anisotropy effects were accounted as described
previously.69

To calculate the 2DIR spectra, MD simulations were performed
using GROMACS with the same parameters described in the MD
Simulations section. To better sample the configurations of the
macrocycle, a total of 10 simulations were performed, each starting
from configurations 10 ns apart in the 100 ns MD simulations. Each
simulation was run for 5 ns and the trajectories were saved every 20 fs
for spectra calculations. The spectra and spectral features reported
below were averaged over the 10 simulations, and the error bars are
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presented as twice the standard deviation of the mean. Couplings
between the isotope labels and the adjacent uncoupled residues are
included through the dihedral maps. To test the effects of other
unlabeled residues on our 2 × 2 Hamiltonian, we diagonalized the full
Hamiltonian of both labeled and unlabeled residues for three different
configurations. We found that the isotope frequencies were shifted by
less than 2 cm−1, confirming that isotope labeling effectively block-
diagonalizes the Hamiltonian.

■ RESULTS AND DISCUSSION
Conformation of the Macrocyclic Peptide in Aqueous

Solution. Extensive NMR analysis was conducted to evaluate
the conformational behavior of the macrocyclic peptide (see
Supporting Information for details). Deviations of Cα1H and
13Cα chemical shifts from random coil values, upfield for Cα1H
and downfield for 13Cα, are consistent with substantial β-sheet
secondary structure over most of the strand segments.
Numerous nuclear Overhauser effects (NOEs) were observed
between protons on amino acid residues that are far from one
another in terms of sequence, but that would be expected to be
close to one another spatially upon formation of the expected
parallel β-sheet conformation. No NOEs inconsistent with this
conformation were detected. A set of 10 low-energy structures
derived from NOE-restrained molecular dynamics simulations
is shown in Figure 2. These structures overlap substantially in

the parallel β-sheet portion, but deviate a bit at the linker
segments. Overall, the NMR data indicate that this macrocyclic
peptide provides an excellent scaffold for analysis of IR
couplings between amide pairs that have specific spatial
juxtapositions within a discrete parallel β-sheet context.
2D IR Spectra of Isotopically Labeled Macrocycles

Reveal Large Frequency Shifts Indicative of Structure.
Shown in Figure 1A is the structure of the β-sheet macrocycle
used in this study. Seven sets of macrocycles were synthesized.
Six macrocycles each had two 13C18O isotope labels, located at
residues chosen from 2 of the 6 locations marked in Figure 1A.
One macrocycle was unlabeled. The combinations of isotope
labels were selected to probe the interstrand couplings,
intrastrand couplings and the frequency shifts associated with
carbonyl groups hydrogen bonded in the β-sheet structure
versus those pointed outward and solvated by water. Shown in
Figure 1B−H are the 2D IR spectra for each of the 7
macrocycles. The unlabeled macrocycle (Figure 1B) has the
strongest absorption at ∼1640 cm−1 and stretches to 1680
cm−1, as measured by the diagonal frequency. These features
are caused by the β-sheet modes of the unlabeled amino acids.
The weaker peak pair at 1612 cm−1 is due to the amide group
of the macrocycle linker and the proline backbone amide I
mode.70 2D IR spectra of the isotope labeled macrocycles
exhibit an additional absorption near 1590 cm−1, which is due

to the pairs of 13C18O labeled residues. It is this absorption
band that is the main focus of our study.
We are mainly interested in four sets of quantities. The first

set of quantities is the vibrational frequencies of the isotope
labeled features, which provide information about the coupling
between the isotope labels and their individual amide I
frequencies. The second set is the frequencies of the unlabeled
amide feature, because these frequencies provide information
about the extent that the vibrational excitons are delocalization
across the parallel β-sheet. The third set is the 2D lineshapes of
the isotope labels, which are a measure of the homogeneous
and inhomogeneous vibrational dynamics, and thus provides
information on the distribution of frequencies caused by the
protein and solvent structural distribution. Finally, we measure
the vibrational lifetimes of the isotope labels, to ascertain the
proportion of the line shape governed by vibrational relaxation
and to correlate hydration to lifetime, as has been observed in
other systems.71

It is immediately apparent from the data that the isotope
labels are sensitive to the macrocycle structure and environ-
ment. Plotted in Figure 3A are slices through the diagonals
(ωprobe = ωpump) of the 2D IR spectra. Simple inspection reveals
that the isotope label frequency spans 10 cm−1 and has a line

Figure 2. NMR-NOE structure of the macrocycle overlaid with
numbering scheme for isotope labeling indicated.

Figure 3. Overlapped slices along the diagonal of experimental 2DIR
spectra (A), peak frequencies (B), and line widths (C). Slices are
normalized to their maximum intensity.
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width that ranges from very sharp to quite broad. The peak
maximum of the unlabeled features near 1640 cm−1 also
depends on the location of the isotope labels, indicating that
the delocalization of the excitons across the β-sheets is
disrupted by the labels. To quantitatively extract the
frequencies and line widths of these features, we fit these slices
to three Gaussians: one for the label, one for the proline
absorption, and one for the unlabeled residues. The frequency
of the proline Gaussian was constrained to ±2 cm−1 at 1610
cm−1, since its frequency should not vary from sample to
sample. Because of the large frequency separation, the fit to the
unlabeled amide absorption band has little influence on the
isotope labeled band. A single Gaussian was used to fit the
isotope labeled region because the individual isotope labels are
not resolved. We did not expect to resolve the individual
residues, because previous studies have found that the typical
frequency dependence of an isotope labeled amide I band is
about 10 cm−1.26−28,37 Nonetheless, the peak maximum and
line width, which will correspond to the summation of the two
labels, is sensitive to structure as our data shows and has also
been true in isotope labeled α-helices.30 The fits are shown in
the Supporting Information Figure S20. The extracted
frequencies and lineshapes are plotted in Figure 3B,C (red).
These fits provide three of the desired experimental quantities
named above.
From this data, we note a few observations. First, regarding

the isotope labeled region of the spectra, the sample with the
lowest frequency absorption is the (3,6) labeled peptide. These
labels lie on different strands and are in-register. In the
literature, it is commonly thought that the coupling between
these two residues is the most important, because transition
dipole coupling (which is one of the oldest and most often used
coupling models) predicts this coupling to be the largest in
parallel β-sheets.21,72,73 The frequency of the (3,6) labeled pair
is consistent with this historical conclusion. Second, the 12C16O
feature exhibits the largest blue shift for all three peptides in
which the two labels are located on the same strand.
Macrocycles in which the labels are located on opposite
strands shift only half as much. This observation reveals that,
while interstrand couplings may be the largest in β-sheets,
intrastrand couplings are equally as important for interpreting
infrared spectra. If only interstrand couplings were important,
then a parallel β-sheet spectrum could be modeled using a
linear chain of coupled oscillators and so it would not make a
difference if the two labels were on the same or opposite
strands, because the same number of linear chains would be
disrupted (barring the (3,6) label). The observation that
isotope labeling one strand twice breaks up the β-sheet excitons
more than labeling each strand once signifies that the
vibrational modes of the β-sheets are delocalized about equally
along and across the strands. Third, the spectrum of the (3,5)
labeled peptide, in which both labels face outward, has a much
broader line width than any of the others samples. This
observation is consistent with environmental disorder being
more important for residues on the outside than those that
point inward and are less solvent exposed. As we discuss below,
these empirical observations are confirmed by our simulations.
Structural Distribution of the Macrocycle. Infrared

spectroscopy samples molecular conformations on the time
scale of a few picoseconds. Thus, it provides a snapshot of the
structural distribution on a time scale in which only the fast
solvent rearrangements or hydrogen bonding fluctuations
occur. As a result, the infrared spectrum can be calculated

from a molecular dynamics simulation of only 1 or 2 ns,9,14,15,21

which is an exciting feature of infrared spectroscopy because
nanosecond simulations are easily accessible with modern
computers. However, since infrared spectroscopy is an
ensemble measurement, it measures all structural conforma-
tions present in the sample. Thus, to properly simulate an FTIR
or 2D IR spectrum, one needs to sample and obtain the relative
weightings for the conformational distribution.
The structure of the parallel macrocycle is well characterized

by NMR. We took two approaches to characterize the
distribution of structures. First, we ran a 100 ns trajectory.
Second, we employed replica exchange dynamics. In both cases,
the distribution of structures is similar to the distribution
generated from using the experimental NMR constraints. As a
result, we are confident that we have fully sampled the peptide
structural distribution.
Shown in Figure 2 is an overlay of 10 NMR derived

structures. Notice that the macrocycle becomes structurally
disordered at the two ends, but is much more stable in the
middle where the isotope labels reside. In the middle, all 10
structures retain their interstrand hydrogen bonding. Devia-
tions from the average structure come mostly from out-of-plane
rotations. At no point in any of the simulations is a large-scale
disruption or puckering of the macrocycle observed. Thus,
frequency fluctuations in the 2D IR spectra will come from the
out-of-plane rotations, which will alter the coupling constants,
hydrogen bond shifts associated with these rotations, and the
effects of solvation (which are not shown in this figure).

Modeling Parameters and Simulated Infrared Spec-
tra. Using the distribution of macrocycle structures discussed
above, we have simulated the 2D IR spectra of the isotope
labels. We aim to obtain insights into three different sets of
parameters that contribute to these simulations. These
parameters are the local mode frequency shifts caused by
environmental electrostatics and hydrogen bonding, the
dependence of the local mode frequency on the dihedral
angles, and the model used to calculate through-space coupling.
We briefly review these parameters below.
The excitonic Hamiltonian is a matrix whose diagonal

elements represent the local mode frequencies of the individual
amide I vibrational modes and off-diagonal elements contain
the couplings between these vibrational modes.74 There are two
factors that contribute to the local mode frequency. The first is
the dependence of the local mode frequency on its environ-
ment. In general, electrostatic forces from the environment red
shift the vibrational frequency from the gas-phase value, with
larger shifts occurring for more polar environments. However,
the precise frequency shift is set by the instantaneous structure
of the microenvironment.15,23,75 Moreover, hydrogen bonding
also contributes, which generally causes an additional red shift.
To simulate these two factors, several methods have been
developed.15,23,76 We utilize a correlation that has been
established between the C and N atoms of the amide I mode
with the electrostatic field of the environment (including the
protein, except for the nearest amide atoms (C, O, N, H) and
the two nearest α-carbons). The correlation is given by:

ω = + −E E1684 7729 3576i Ci Ni (1)

where ECi and ENi are the projections of the electrostatic field
onto the C and N atoms in the CO bond direction. ωi is in
units of cm−1 and the fields are in atomic units. This correlation
has been obtained by empirically fitting the infrared spectra for
the model compound, N-methylacetamide, in a variety of
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solvents.15 This model has been shown to reproduce the IR
spectra of model peptides with various secondary structures,77

including the rat and human amylin peptides, and the isotope-
labeled 2DIR spectra of human amylin fibril well.49

The second factor that contributes to the diagonal
frequencies is the character of the local mode as a function of
the dihedral angles.78,79 For a particular amide group, the effect
of the adjacent amide groups on its local frequency is quantum
mechanical in nature and cannot be described by simple
electrostatics. We have utilized the nearest neighbor frequency
shift maps developed from gas phase ab initio calculations to
account for such effects.18 Shown in Figure 4 are the frequency
shifts for these effects determined from gas phase ab initio
calculations. Figure 4A is the map for the frequency shift as a
function of the dihedral angles to the N-terminal side of the
amide I mode being calculated and Figure 4B is the map for the
C-terminal side. The two values are added, which in turn are

added to the environmental frequency shift calculated from eq
1. The total sum is the final value used for the diagonal element
in the exciton Hamiltonian for that particular amide I mode.
The third set of parameters in modeling the Hamiltonian are

the off-diagonal elements for the couplings. Models for the
vibrational couplings have been studied for decades. These
include transition dipole coupling, transition charge coupling,
and transition dipole density coupling models.5,11,16−19 In
general, these three coupling models represent three different
levels of approximation to the coupling caused by electrostatics.
Transition dipole coupling was the first coupling model
proposed to explain the dependence of infrared spectra on
peptide conformation.5 At close distances, it is not accurate,18,19

and in some cases electrostatics may break down, such as for
nearest neighbors. In these situations, one can use ab initio
calculations to compute the coupling constants.18 For our

Figure 4. Frequency shift dependency on dihedral angle about the N atom (A) and C atom (B) in the peptide bond. The conformation of a parallel
β-sheet is highlighted in red and the conformation of an α-helix in blue.

Figure 5. Calculated 2DIR diagonal spectra for each isotope label without coupling (red and blue), the sum of the pair’s intensity without coupling
(cyan), and the sum with coupling (black).
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simulations, presented below, we have used an ab initio derived
map for nearest neighbor couplings.11,80

The final piece of necessary information is the inherent
frequency shift caused by the 13C18O isotope label itself.
Surprisingly, this quantity is not well established. A back-of-the-
envelope calculation based on changes to the reduced mass and
assuming that the amide I mode solely consists of C and O
motions, puts the frequency shift at −77 cm−1. Electronic
structure calculations on N-methylacetamide predict −71
cm−1,81 and our own calculations on N-methylacetamide give
−43 cm−1 for 13C labeling alone (L. Wang, unpublished).15 In
their development of empirical frequency maps, Wang et al.
used approximately these frequency shifts, which provided
reasonable agreement with several different experiments.49,82

Experimental values of the 13C18O shift reported in the
literature range from −75 to −59.6 cm−1.15,26,30,81,83,84 This
range of values is probably due to two factors: (1) the use of
model compounds that do not accurately represent an amide I
mode in a peptide and (2) the frequency shift is mistakenly
referenced to an absorption band that is itself shifted due to
excitonic coupling. While the 13C18O frequency shift is not well
established, the frequency shift caused by 13C coupling is
consistently reported in the literature at 40 cm−1,38,75,85 and has
been especially well benchmarked by recent uniform 13C
protein expression studies.86 Assuming this experimental value
for 13C is correct, then the ab initio calculations overpredict the
frequency shift. Therefore, to obtain the 13C18O shift, we take
the experimental 13C frequency shift and scale it by the ratio of
the ab initio frequencies, which yields 40 × 71/43 = 66 cm−1.
Thus, we calculate the frequency shift from the best available
data and a reliable calculation.36,87

Shown in Figure 5 are the diagonal slices through the
computed 2D IR spectra for each of the isotope label pairs.
These spectra are calculated using the molecular dynamics
simulations and the three parameters discussed above along
with mixed quantum/classical line shape theory. Details of the
simulation methods are given in the Supporting Information
and elsewhere.15 For each pair of labels, spectra are shown for
each individual isotope label, the sum of the individual isotope
labels (by zeroing the off-diagonal matrix elements), and the
spectrum resulted from full coupling. In these spectra,
couplings other than nearest neighbor were calculated using
transition dipole coupling. The corresponding coupling
strengths are given in Table 2 and in the figure.
From these simulations, one ascertains the following. First,

amide I modes whose carbonyl group point away from the
sheets have lower frequencies and broader line widths. The
lower frequencies are a result of the electrostatic fields of the
water being larger than the peptide backbone. The larger
bandwidth is because the water is more disordered than the

backbone. Second, the summation of the individual spectra
closely resembles the coupled mode spectra, except for the
(3,6) pair. The similarity is a consequence of the small
couplings strengths (<2 cm−1) and the large differences in local
mode frequencies for most pairs. Third, none of the pairs have
a large enough coupling strength to significantly alter the
frequency distribution. Not even the (3,6) pair spans a
frequency range larger than the individual oscillators. Fourth,
the major effect of the coupling is to redistribute the oscillator
strength. The most obvious redistribution is for the (3,6) pair,
which causes the spectrum to maximize at the lowest frequency
even though the lower frequency oscillator has a much weaker
intensity than its high frequency counterpart. All six pairs
studied here exhibit a redistribution of oscillator strength either
to lower or higher frequencies, due to the sign of the coupling
constant and the relative angles of the labeled carbonyls.74

These observations provide a basis for us to intuitively
understand the infrared spectra of β-sheets.

Comparison to Experiment. With experimental and
simulated results in hand, we compare the two to test the
accuracy of the structural/spectra relationship. Shown in Figure
6 are the experimental values of the maximum frequency and
line width for the isotope labeled region as extracted from the
fits to the spectra described above. In a similar manner, we have
plotted the peak frequency and line width taken from the
simulations. The simulated spectra have been calculated using
two different transition dipole coupling (TDC) models and two
transition charge coupling (TCC) models.11,16,18,19 TDC is by
far the simplest model that describes the interactions between
nonadjacent amide groups.5 It assumes that couplings between
these chromophores are electrostatic in nature and can be
represented by the interaction of the transition dipoles. The
two TDC models differ in the location, orientation and
magnitude of the transition dipole relative to the C, O and N
atoms that comprise the amide I mode.16,18 The model listed as
TDC Krimm refers to the parameters first proposed by Krimm
and co-workers.88,89 The TDC Torii98 model was developed
by Torii in 1998 through ab initio molecular orbital (MO)
calculations.18 TCC models have been proposed in order to
improve upon TDC by including the higher-order multi-
poles.11,19 The first TCC model was developed by Hamm and
co-workers through DFT calculations, and is termed as TCC
Hamm in the following.19 In a similar manner, Jansen and co-
workers developed a TCC model, which we denote as TCC
Jansen.11 All four of these models have been utilized extensively
in the literature.75 As discussed above, the nearest neighbor
couplings are calculated from an ab initio derived nearest-
neighbor coupling map.11,80 Since the residue pair (3,4) is
adjacent, we cannot use the transition charge residue for this
pair, but only the TDC model.
The simulated line widths reproduce the experiment very

well (Figure 6B). They predict the correct line width to within
a few wavenumbers for all measured pairs. This comparison
indicates that the correlation between frequency and electro-
static field (eq 1) is quite accurate. The largest discrepancy is
for the (3,5) pair in which both residues face outward. As a
result, this pair has the largest line width, the weakest intensity
and the experimental spectrum is the most difficult to fit. The
coupling model does not have a large influence on the
vibrational line width, because the couplings are not large
enough to significantly alter the frequency distribution, as
discussed above. Thus, we conclude that the correlation
between structure and infrared line widths is accurate enough

Table 1. Frequency, Line Width, and Lifetime of Isotope
Labeled Amide I Peak from 2D IR Spectra

isotope
labeled pair

unlabeled
frequency/cm−1

13C18O
frequency/cm−1

13C18O line
width/cm−1

13C18O
lifetime/fs

3,4 1640.8 1587.1 18.6 1075
2,4 1642.5 1595.1 15.7 493
1,4 1643.6 1590.7 18.0 385
3,6 1637.0 1585.0 16.7 528
4,6 1639.1 1592.1 17.5 413
3,5 1637.7 1587.2 25.3 365

Unlabeled 1634.2 - - -
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that one can confidently assign amide I bands that have >20
cm−1 line width to residues that are solvent exposed. Narrower
line widths indicate that the amide I backbone is partially
solvent protected. Earlier work on the ovispirin polypeptide,
which was partially exposed on a membrane bilayer, supports
this conclusion.37

A comparison between the experimental and simulated
frequencies is shown in Figure 6A. The agreement is
remarkable. The frequency is predicted to within 2 cm−1 for
(3,4), (2,4), (1,4) and (3,5), no matter which coupling model is
used. The coupling models all predict the (4,6) frequency to
within 3 cm−1. The only pair for which there is significant
disagreement is for (3,6), for which the calculated frequencies
are 3 to 8 cm−1 too low, depending on the coupling model.
Nonetheless, they correctly predict that the (3,6) pair has large
negative coupling, in agreement with experiment. Thus, as the
model stands, one can quite accurately simulate the 2D IR
spectra from a molecular dynamics simulation and thereby
compare structural and environmental predictions with experi-
ment. The simulations appear to be accurate enough that
simulated structures can be tested by experiment so long as the
structures have frequency differences larger than about 4 cm−1.
Multiple pairs of labels would provide increased confidence in a
structural validation. Structural comparisons based on line
widths are also reliable, since the correlation between

experiment and theory for 2D line widths is nearly quantitative
(Figure 6B). Thus, this macrocycle provides a good model
system, from which we gain confidence in the quantitative
interpretation of 2D IR spectra.

Potential Improvements to the Structure/Spectra
Modeling. The comparison of experiment to simulations
above suggested ways in which the models may be improved.
As outlined above, there are five quantities that go into
determining the measured frequency: the structural distribu-
tion, the electrostatic field, the coupling strength, the diagonal
frequency dependence on the dihedral angles, and the 13C18O
isotopic labels themselves. It is difficult to test these quantities
individually, but because we have six sets of isolated residues in
a structurally well-defined system, we can make reasonable
estimates for their accuracy. First, we believe that the structural
distribution is accurate because both the 100 ns trajectory and
replica exchange simulations agree with the NMR derived
structure. Second, the correlation between electrostatic field
and frequency is accurate to within 2−3 cm−1. We come to this
conclusion because the pairs (3,4), (2,4), (1,4) and (3,5) are
spaced at large enough distances that their frequencies are
largely independent of the coupling model. Third, the same
argument leads us to believe that the frequency dependence of
the local modes on the dihedral angles is also accurate to within
a few cm−1. Thus, the local mode frequencies of the individual

Table 2. Coupling Calculated for Each Isotope Label Pair Using TDC and TCC Coupling Models

isotope labeled pair TDC Krimm TDC Torii 98 TCC Hamm TCC Jansen

2,4 2.18 ± 0.49 1.16 ± 0.24 1.52 ± 0.38 1.08 ± 0.55
1,4 −0.36 ± 0.15 −0.22 ± 0.09 −0.36 ± 0.13 −0.10 ± 0.15
3,6 −10.80 ± 1.38 −6.14 ± 0.73 −8.82 ± 1.12 −7.03 ± 0.82
4,6 −0.55 ± 3.68 1.63 ± 1.58 1.96 ± 1.59 1.10 ± 2.03
3,5 2.00 ± 0.24 1.33 ± 0.22 2.05 ± 0.45 1.56 ± 0.33

Figure 6. Comparison of experimental and calculated 2D IR (A) frequency and (B) line widths.
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amide I groups appear to be correctly predicted to within 2−3
cm−1. Of course, there may be accidental cancelations of errors
in these two quantities. Error cancellation cannot be tested with
this macrocycle but would require comparisons to other
secondary structures.
The remaining two quantities are the coupling strengths and

the frequency shifts of the labels themselves. It appears that the
largest error in the simulations arise from the coupling models.
Overall, the best coupling model is perhaps TDC Torri98 or
TCC Jansen, while the worst is TDC Krimm. But all models
predict too large of couplings for the (3,6) pair. On the basis of
the simulations and experiments for residues 3 and 6 in the
other pairs, the spectrum that would arise if these two labels
were uncoupled would have the absorption peak at about 1591
cm−1 (Figure 5). To obtain the experimentally observed
frequency of 1585 cm−1, a coupling strength of about −4 cm−1

is required, whereas the calculated couplings lie between −6.14
and −10.8 cm−1 (Table 2). Thus, even the best coupling
models predict values that are probably 50% too large, whereas
TDC Krimm is about 150% too large. The couplings are also
too large for the (4,6) pair. Therefore, future work should focus
on improving these coupling parameters. It may be necessary to
include more sophisticated models, such as transition dipole-
density or ab initio based methods.90 It may also be that a slight
adjustment of the transition dipole angle would improve the
agreement, because we note that the TDC Krimm prediction
for the (4,6) pair, which has the best agreement with
experiment, has a positive coupling strength (Table 2) whereas
the other models are negative.
It would also be useful to have a better quantified 13C18O

frequency shift.36,87 This frequency shift is necessary for a
quantitative comparison of experiment and simulations. We
believe it is best obtained by comparison of polypeptides with
both 13C and 13C18O labels under identical conditions. In this
manner, one need not know the 12C frequency, which is often
difficult to determine because isotope labeling also perturbs the
unlabeled frequencies by causing a hole in the exciton
Hamiltonian.74,91,92 To our knowledge, the M2 polypeptide is
the only system in which both a 13C and a 13C18O frequency
have been reported for the same residue on the same peptide
under identical conditions. The 13C frequency of Ala29 was
measured to be 1619 cm−1 while the 13C18O is 1597.5
cm−1,26,36 suggesting that the frequency shift due to 18O
labeling is 21.5 cm−1. Thus, the total 13C18O shift is −61.5
cm−1, which agrees with a similar analysis of Ala30.36,83 This
number is in reasonable agreement with the −59.6 cm−1 shift
measured for a model compound that is similar to an amide I
peptide bond.30 Given that the M2 measurements are reported
in different publications, that the model compound is not a true
peptide, and that both of these values are quite far from
calculations, we have chosen to use 66 cm−1 for the reasons
described above.
Better Understanding Protein β-Sheet, Amyloid

Fibers, and Peptide Assemblies. There exist many infrared
and 2D IR experiments on β-sheet containing proteins and
many simulation studies.73,86,93−96 What we learn in this study
is the importance of the diagonal frequencies on the
interpretation of the spectra. Our macrocycle consists of
equal amounts of solvent exposed and protected amide I bands.
We learned that the frequency shift caused by the solvent is one
of the most important factors in determining the Hamiltonian.
Thus, in β-sheet containing proteins, accurately predicting
solvent frequency shifts for solvent exposed residues is critical.

Fortunately, it appears that the empirical model used here is
quite accuratefrequencies were correctly predicted to within
2−3 cm−1 even in the presence of various side chains, solvent
exposure, and nearby charges.
In amyloid and peptide assemblies in which many of the

residues experience small amounts of solvent exposure,
couplings become increasingly important, since the diagonal
disorder is minimized. In these cases, the couplings will
redistribute the transition dipole intensities according to the
packing. In previous work, we published strategies for probing
amyloid and peptide assembly structures through various
isotope labeling schemes.96 In this work, we find that the
interstrand in-register coupling is smaller than previously
predicted while there is significant exciton delocalization
along the strands (according to the frequency shifts of the
unlabeled amide I modes (Figure 3A and Table 1). We
hypothesize that this intrastrand coupling may be why not all
isotope labeled residues in amylin amyloid fibers have the same
intensities. Regardless, when interpreting the infrared spectra of
ordered protein arrays, one should consider significant
delocalization along the strands in addition to across them.

■ CONCLUSIONS

Precisely understanding the origins of parallel β-sheet infrared
spectra is very important, since infrared spectroscopy is playing
an increasingly larger role in probing the structures of amyloid
fibers and peptide assemblies.46,73,93,97−103 There exist many
measured and simulated spectra of antiparallel β-sheet
containing proteins and protein assemblies. We believe that
this report provides the most comprehensive study into the
origins of the couplings in parallel β-sheets.73,75,93 The results
presented in this paper provide insight into and quantification
of the coupling models utilized over the past 50 years to
interpret the infrared spectra of β-sheet containing proteins.
Environmental disorder is comparable to or larger than the
inherent couplings in polypeptide secondary structures. As a
result, the frequency distribution sampled by secondary
structure is not appreciably larger than that of random coils.
Instead, the most important effect of the couplings is to
redistribute the oscillator strength, because even very small
couplings significantly alter the intensities. Work on coupled
nitrile groups previously illustrated how small couplings altered
intensities but not frequencies.104 Thus, this benchmark study
suggests that future work should focus on testing and refining
the orientation of the transition dipole with respect to the O, C,
and N atoms in order to achieve more accurate vectoral
summation and thereby the most accurate intensities.16 Gas-
phase work utilizing mass spectrometry, ion mobility, and
infrared spectroscopy on peptides in which solvent-induced
frequency shifts are absent is expected to yield a comparison to
our condensed phase studies.105−108 The detailed comparison
between experiment and theory strengthens our confidence in
the ability to quantitatively calculate solvent dependent
frequency shifts and line widths. Thus, FTIR and 2D IR
spectroscopy are becoming quantitative tools for structural
elucidation.
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